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Traditional energy storage system has the drawback that 1gy g y
can not working in long time due to the limitation of battery fCVP  21
can not working in long time due to the limitation of battery
or ultra capacitors With advances in energy harvesting

fCVPower 
2or ultra capacitors. With advances in energy harvesting

t it i ibl t i l t lf d tsystem, it is possible to implement a self – powered system The system works as follows:
that harvests ambient energy from environment such as

The system works as follows:
gy

solar vibration and wind Such energy harvesting systemsolar, vibration and wind. Such energy harvesting system
provides a promising alternative to battery powered systemprovides a promising alternative to battery powered system

d t t it f hit t d d iand creates an opportunity for architecture and design
method innovation for the exploitation of ambient energyp gy
sourcesource.

In this poster, we present a new approach to developIn this poster, we present a new approach to develop
power adaptive computing system which can efficiently usepower adaptive computing system which can efficiently use
energy harvesting from ambient source and the highlightsenergy harvesting from ambient source, and the highlights
are:

t t ti i ti h f d i i• a two stage optimization approach for designing power
adaptive systems.p y

• a custom convex model used at run – time to determine
clock gating schemes, adjusting system powerclock gating schemes, adjusting system power
consumption to instant power supplied from a solarconsumption to instant power supplied from a solar
harvesterharvester.
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Design the Run – timeDesign the Run time
t dFor power prediction we employ a method based on system power modeFor power prediction, we employ a method based on
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y p
optimizerweighted sum of the historical average and previous optimizer.

day’s values. The results are shown as follows:y
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ystem (Figure 4) a typical 2 ) Customized optimization model:2 ) Customized optimization model:ystem (Figure 4), a typical
model for CMOS circuits is

2 ) Customized optimization model:2 ) Customized optimization model:
model for CMOS circuits is

AA simplified optimization problem is customized fromAA simplified optimization problem is customized from
the previous constraints and shown below:the previous constraints and shown below:
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This customized optimization model can be transformedThis customized optimization model can be transformed
finto a convex model, leading to an optimal and fast

solution. For the test applications, the system speed issolution. For the test applications, the system speed is
maximum while the system power consumption is notmaximum while the system power consumption is not
greater than the supplier powergreater than the supplier power.
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Figure 8: Sobel edge detectionutation structure with the peak Figure 8: Sobel edge detectionutation structure with the peak
d t b l In addition, we also compare two different approaches tospeed may not be always In addition, we also compare two different approaches to

determine the clock gating scheme:nging power supplier in the determine the clock gating scheme:g g p pp
ntnt.

arallel computation structurep
section the system powersection, the system power
th different clock gatingth different clock gating
n a model as:

C5. Conclusion and Future work5. Conclusion and Future work
We present a two-stage optimization approach forWe present a two stage optimization approach for
designing power adaptive computing systems applied int l d PU i designing power adaptive computing systems applied in

i t Th i t id t ti
stem power loss and PU is a

environments. The purpose is to provide computationon when experimenting with
capability to nodes in distributed sensor work.

p g
es m is the number of units p y

F t k i l d i i ffi i d d i

es , m is the number of units.
Future work includes improving efficiency and design
approach to energy harvesting networks.pp gy g


